How can we accurately identify new memory workloads while classifying known memory workloads? Verifying DRAM (Dynamic Random Access Memory) using various workloads is an important task to guarantee the quality of DRAM. A crucial component in the process is open-set recognition which aims to detect new workloads not seen in the training phase. Despite its importance, however, existing open-set recognition methods are unsatisfactory in terms of accuracy since they fail to exploit the characteristics of workload sequences.

In this paper, we propose Acorn, an accurate open-set recognition method capturing the characteristics of workload sequences. Acorn extracts two types of feature vectors to capture sequential patterns and spatial locality patterns in memory access. Acorn then uses the feature vectors to accurately classify a subsequence into one of the known classes or identify it as the unknown class. Experiments show that Acorn achieves state-of-the-art accuracy, giving up to 37% points higher unknown class detection accuracy while achieving comparable known class classification accuracy than existing methods.
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1 INTRODUCTION

How can we accurately identify new memory workloads while classifying known workloads? The global DRAM (Dynamic Random Access Memory) market size is about tens of billions USD, and keeps increasing due to growing demand of DRAM in mobile devices, modern computers, self-driving cars, etc. It is crucial to test DRAM using various workloads in verifying and guaranteeing DRAM quality. DRAM manufacturers utilize their known workloads for verification; however, it does not guarantee that DRAM works well for new workloads not known in advance. Therefore, it is necessary to detect new workloads to improve the quality of DRAM verification. The problem of detecting new workloads is formulated as an open-set recognition task which classifies a test sample into the known classes or the unknown class, and identifies its class if it belongs to the known classes.

A workload sequence contains a series of tuples with the command and the address information of memory accesses. To detect new workloads based on open-set recognition, we exploit a subsequence, a part of the entire sequence of a workload. Given a subsequence, we classify it into one of the known workload classes or identify it as the unknown class corresponding to new workloads. Although there are several works for the open-set recognition problem, none of them handles workload sequences. Their accuracy is limited for workload sequences since they do not exploit the characteristics of them. Shim et al. improve the interpretability of a classification model on workload sequence data, but they not handle open-set recognition. The major challenges to be tackled are 1) how to deal with very long subsequences (e.g., 100,000), and 2) how to detect subsequences generated from new workloads not seen in the training phase.

We provide an example of how DRAM manufacturers use an open-set recognition method to improve DRAM verification. Executing a code generates a workload sequence which contains a series of tuples with the command and the address information of memory accesses. Assume that there is a code that frequently provokes memory failures, and there is a situation where we do not have the code but only have its workload sequence. Then, DRAM manufacturers want to design a test code similar to the failure-generating code since they need to verify DRAM for these failures. If an accurate open-set recognition method exists, the manufacturers utilize it to compare their code with failure-generating code, and design a new test code that generates failures. In addition, if a given sequence belongs to the unknown workload class, we train a new classifier with existing classes and the new class of the given sequence; then, we can precisely classify even the workload subsequences generated from new workloads not seen in the training phase.

In this paper, we propose ACORN, an ACcurate Open-set recognition method for woRkload sequences, to classify a subsequence of a workload into known classes or identify it as the unknown class that has not been observed during training. To the best of our knowledge, ACORN is the first open-set recognition method for workload sequences. ACORN obtains feature vectors of subsequences by exploiting the characteristics of workload sequences. We split the workload fields into cmd and address-related fields, and extract features for each type. For the cmd field, we exploit n-gram models to capture sequential patterns and construct a feature vector using frequent n-grams. For the address-related fields, we construct a feature vector that captures the spatial locality patterns by counting the number of accesses to memory regions we carefully define. This process makes the proposed method extract representative patterns from the workloads. For the unknown class detection, we adopt the concept of anomaly detection based on a dimensionality reduction technique where abnormal test samples generate large reconstruction errors. Our main idea is to build an unknown class detector for each class using our feature vectors, to detect the pattern of the unknown class which deviates significantly from those of the known classes. It leads
to accurate detection for test subsequences of the unknown class. Experimental results show that Acorn achieves the state-of-the-art performance in terms of both known class classification and unknown class detection, compared to baselines.

We summarize our main contributions as follows:

- **Problem formulation and data.** We formulate the new problem of open-set recognition for workload sequences (Problem 1), and release Memtest86-seq\(^1\), the first public dataset containing a large-scale memory workload sequence generated from open-domain programs\(^2\).

- **Method.** We propose Acorn, an effective and accurate method which extracts representative features from long workload subsequences and performs known class classification as well as unknown class detection.

- **Experiment.** Acorn outperforms existing open-set recognition methods by up to 37% points higher unknown class detection accuracy with comparable known class accuracy than existing methods.

The rest of the paper is organized as follows: we give the related works and the problem definition in Section 2, propose Acorn in Section 3, show the experimental results in Section 4, and conclude in Section 5. The code and the dataset are available at https://github.com/snudatalab/Acorn.

2 PRELIMINARIES

In this section, we describe the preliminaries and our problem definition. The notations used in this paper are given in Table 1.

2.1 Workload Sequence

We use the term **workload sequence** to define a sequence of commands produced by a DRAM controller unit during the whole process of program execution.

**Definition 1 (Workload Sequence).** A workload sequence \( W \in \mathbb{R}^{l \times 5} \) is a multidimensional sequence with the five fields cmd, rank, bank group, bank, and address, where \( l \) is the length of the sequence.

- **Command (cmd)** - can be one of the following 5 commands: ACT, RDA, WRA, PRE, and PREA.
- **Rank** - rank number inside a DRAM.
- **Bank Group** - bank group number within a rank.
- **Bank** - bank number within a bank group.
- **Address** - corresponds to a row or column address within a bank.

---

\(^1\)https://github.com/snudatalab/Acorn
\(^2\)https://www.memtest86.com/
Each row of a sequence consists of a command and 4 address-related values. A value of the cmd field represents a type of operation or command. Address-related values for rank, bank group, bank, and address fields indicate the exact location in DRAM to which a command is applied.

DRAM Controller produces 25 commands, and there are 5 representative commands in the cmd field: ACT, RDA, WRA, PRE, and PREA. In a bank, ACT command is passed along with a row address to activate a row for the RDA or WRA command. When a row is activated, RDA or WRA commands can be transmitted along with a column number indicating column Read or Write followed by precharge operation. After all Read/Write operations to the activated row are completed, the PRE (precharge) command deactivates the row, so the next ACT command for a different row can be transmitted. Note that we cannot activate more than two rows at the same time in a bank. The PREA command deactivates all the active rows in all banks of a rank, so all the banks in the rank are ready to be accessed. We refer the reader to [1] for further details about the cmd field.

The values of address-related fields point out a specific location of a command operation. The rank is the highest level of organization which consists of several bank groups, and the bank group is a collection of banks. The value of the bank field is the index of a bank in the specified bank group. We can track the exact bank, which is a two-dimensional array whose cells store data, by combining the values of the rank, bank group, and bank fields since DRAM has a hierarchical structure. The address field of a workload sequence contains the information on the bank’s row number when the cmd field is ACT and a column number when the cmd field is either RDA or WRA. To detect the target memory cell where RDA/WRA command has been performed, one needs to find the preceding ACT command at the same rank, bank group, and bank. For example, Fig. 1 shows that write operation at location (2, 3) of rank 0, bank group 1, bank 1 since row number 2 was previously activated by the preceding ACT command with the same bank location.

### 2.2 Open-set Recognition

Open-set recognition aims to detect samples from the unknown class not included in the training dataset, while classifying samples from known classes. Open-set recognition has been utilized for many real-world applications and is more challenging than semi-supervised learning [4, 15, 28] due to the unknown class detection. Zero-shot learning [12, 27] also identifies the unknown class, but it requires external knowledge which helps differentiate known and unknown classes. Since none of the existing methods take memory workloads as input, we describe previous model-agnostic methods that can be applied to open-set recognition for workload sequences. Model-agnostic methods can be combined with various deep learning-based models including MLP and CNN. Bendale et al. [3] propose OpenMax layer which extends softmax for open-set recognition. Shu et al. [21] apply open-set recognition to sequence domain, introducing a document open classification (DOC) model that utilizes 1-vs-rest layer with a sigmoid function as an alternative to a softmax layer. Hassen et al. [5] introduce ii-loss which forces a network to maximize the distance between
given classes and minimize the distance between an instance and the center of its class in the feature space. Out-of-Distribution (OOD) methods \cite{10, 11, 13, 14, 24} can be also applied to detect new workloads. Although the above methods have been applied to workload sequences, they fail to exploit the characteristics of the workload sequences. Yoshihashi et al. \cite{29}, Oza et al. \cite{18}, and Sun et al. \cite{23} also address open-set recognition, but they require specific networks in contrast to the above methods.

2.3 Problem Definition

We use the term workload subsequence to define a sub-part of the workload which has been cut to the same length.

Definition 2 (Workload Subsequence). Given a workload sequence matrix $W \in \mathbb{R}^{l \times 5}$ where $l$ is the length of the sequence and 5 is the number of the fields, a workload subsequence $S^{(j)} \in \mathbb{R}^{l_s \times 5}$ is the $j$th vertical block matrix of $W$ when $W$ is vertically partitioned by length $l_s$ without overlapping:

$$W = \begin{bmatrix} S^{(1)} \\ \vdots \\ S^{(l/l_s)} \end{bmatrix}.$$ For simplicity, we represent a subsequence as $S$ by dropping the notation $(j)$ describing the $j$th vertical block.

In this paper, we set the length $l_s$ of subsequences to 100,000. We collect all subsequences $S$ from all known workload sequences, and then randomly pick them to construct a set $\{(S_1, y_1), \ldots, (S_N, y_N)\}$ of training samples. $N$ is the number of training samples, $S_i$ is the $i$th training subsequence, and $y_i$ is the label that indicates the workload that generated $S_i$. The number of classes is equal to the number of known workloads when we train a model. Test samples consist of all subsequences for all unknown workloads and the subsequences not picked as the training samples for all known workloads.

We introduce the formal problem definition as follows:

Problem 1 (Workload Open-set Recognition). Given a memory workload subsequence, classify it into one of the known classes or identify it as the unknown class.

- Known workloads are seen in the training phase, and a known workload corresponds to its known class.
- Unknown workloads are not seen in the training phase, and all unknown workloads correspond to the unknown class.

3 Proposed Method

In this section, we propose ACORN, an accurate open-set recognition method for workload sequences. We need to tackle the following challenges:

C1. Dealing with heterogeneous fields. How can we deal with 5 heterogeneous fields, i.e., cmd, rank, bank group, bank, and address?

C2. Dealing with long subsequences for workload classification. It is impractical to train a classification model using workload subsequences whose length is 0.1 million. How can we deal with long subsequences?

C3. Detecting new workloads unseen at the training phase. How can we identify unseen workloads that appear only in the test phase?

To achieve high accuracy for known class classification and unknown class detection, we propose the following main ideas:
I1. **Discrimination-aware handling.** The values of the cmd field and the address-related fields indicate the type of the operation and the location of the operation, respectively. We process the fields by considering the difference.

I2. **Capturing sequential patterns and spatial locality patterns.** We transform a long subsequence into two types of feature vectors of small sizes, and capture sequential and spatial patterns from the cmd and the address-related fields, respectively.

I3. **Reconstruction error-based unknown class detection.** Constructing an unknown class detector for each known class makes test subsequences of the unknown class have high reconstruction errors, clearly distinguishing them from those of the known classes.

Fig. 2 shows the overall process for Acorn. We construct training data with known workloads and test data using both known and unknown workloads. In the training process, we extract features from subsequences. Then, we train a classification model and construct unknown class detectors using the extracted features. In the test process, we find a feature vector of a test subsequence, predict a label $\hat{\omega}$ using the classification model, and then use a detector to identify whether it belongs to the label $\hat{\omega}$ or the unknown class.

### 3.1 Feature Extraction

The most important challenge is to effectively deal with a long subsequence with heterogeneous fields, while achieving high accuracy for workload classification. A naive approach is to train a classification model directly using subsequences. However, a subsequence $S_i \in \mathbb{R}^{100,000 \times 5}$ is too large to be used as an input for training a classification model. Moreover, the values in each field have different meanings. For example, 1 in the cmd field indicates an ACT command while 1 in the bank field indicates the second bank number in a bank group. Therefore, we need to extract a valuable feature vector from a subsequence. Our main ideas are to 1) separate the fields into two types, the cmd and the address-related fields (i.e., rank, bank group, bank, and address), and 2) consider the different characteristics of the two types in the fields.

**CMD Feature Vector for Command Field.** We first focus on transforming command lines $S_i(:,0) \in \mathbb{R}^{100,000 \times 1}$ of a subsequence into a feature vector of small size while capturing crucial information. Since each workload has a different order of occurring commands, capturing sequential patterns in the command lines is important; hence we exploit $n$-gram models, used in various applications [2, 16, 25, 30], which count a contiguous sequence of $n$ commands. We construct a set $A_n$ of $n$-gram sequences that frequently appear in workloads, and then transform command lines $S_i(:,0)$ of a subsequence into a feature vector $c_{i,n} \in \mathbb{R}^{|A_n|}$ using the set $A_n$ where $|A_n|$ is the cardinality of the set $A_n$. To be more specific, we count $n$-gram sequences from subsequences...
1. Generate a set of top-\(m\) \(n\)-grams

**Training Data**

<table>
<thead>
<tr>
<th>Workload 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1 \rightarrow 13513 )</td>
</tr>
<tr>
<td>(S_2 \rightarrow 35555 )</td>
</tr>
<tr>
<td>(135, 2), (513, 2), (351, 1), (355, 1) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Workload 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_3 \rightarrow 13553 )</td>
</tr>
<tr>
<td>(S_4 \rightarrow 11355 )</td>
</tr>
<tr>
<td>(135, 2), (355, 2), (353, 1), (113, 1) )</td>
</tr>
</tbody>
</table>

Set \(A_3\) of Top-3-grams

\[ \text{Workload 1} \quad S_1 \rightarrow 13513 \rightarrow 35555 \rightarrow 13513 \rightarrow 35555 \rightarrow 13513 \rightarrow 35555 \rightarrow 13513 \rightarrow 35555 \text{ (135, 513, 355)} \]

\[ \text{Workload 2} \quad S_1 \rightarrow 13553 \rightarrow 51353 \rightarrow 35553 \rightarrow 13553 \rightarrow 51353 \rightarrow 35553 \rightarrow 13553 \rightarrow 51353 \text{ (135, 513, 355)} \]

Fig. 3. An example of generating a set of top-\(m\) \(n\)-grams and an \(n\)-gram CMD vector of a subsequence. There are two workload sequences with \(m = 2\) and \(n = 3\).

selected as training data for each workload, pick top-\(m\) frequent \(n\)-gram sequences for each workload, and construct a set \(A_n\) of the picked \(n\)-gram sequences collected from all known workloads. Then, for each \(S_i(\cdot, 0)\), we construct a feature vector \(c_{i,n} \in \mathbb{R}^{|A_n|}\) whose entry is the number of occurrences for its corresponding element in \(A_n\). Fig. 3 shows an example of generating a feature vector of command lines.

To capture sequential patterns of diverse lengths, we use several \(n\)-gram models for different \(n\)s. In this paper, for each \(S_i(\cdot, 0)\), we use 7, 11, and 15-gram models, generate three feature vectors \(c_{i,7}, c_{i,11},\) and \(c_{i,15}\), and then construct a CMD feature vector \(x_{i,\text{CMD}} \in \mathbb{R}^{|A_i| + |A_{11}| + |A_{15}|}\) by concatenating \(c_{i,7}, c_{i,11},\) and \(c_{i,15}\).

**ADDRESS Feature Vector for Address Related Fields.** We next represent lines \(S_j(\cdot,4)\in \mathbb{R}^{100,000 \times 4}\) of address-related fields (i.e., rank, bank group, bank, and address) of a subsequence as a feature vector \(x_{i,\text{ADDRESS}}\) of a small size. In address-related fields, it is important to capture the access pattern in memory. Therefore, we count how many times addresses are accessed in a subsequence. A naive approach is to compute access counts for each cell. However, this generates a large feature vector whose size is equal to \((\text{# of rank}) \times (\text{# of bank group}) \times (\text{# of bank}) \times (\text{# of address})\). To reduce the size of a feature vector for address-related fields, we separately model bank-level access and cell-level access. We also reduce the feature size for the cell-level access by defining memory regions and computing access counts for each region.

We first transform lines \(S_j(\cdot,3)\in \mathbb{R}^{100,000 \times 3}\) of the rank, bank group, and bank fields into a feature vector \(b_j\). Since there is a hierarchy for the three fields (see Fig. 1) where the bank field is the lowest level, we generate a bank counting feature vector \(b_j\) by computing access counts in \(S_j(\cdot,3)\) for each distinguished bank. For example, assume that there are 2 ranks and each rank is a set of 4 bank groups each of which has 4 banks. The total number of distinct banks is \(32 = 2 \times 4 \times 4\). Therefore, the size of a feature vector \(b_j\) is 32, and an entry of the feature vector is the number of accesses for its corresponding bank.

We then transform address lines \(S_j(\cdot, 4)\in \mathbb{R}^{100,000 \times 1}\) into a feature vector \(d_i\) of a small size. A naive approach is to construct a feature vector by counting the number of accesses to each cell. However, the size of this feature vector is equal to \((\text{# of distinct banks}) \times \text{size of a bank} (e.g., 32 \times (2^{17} \times 2^{10}))\). Therefore, we partition each 2D array into smaller block regions and count the number of accesses to each block region. A recent work [31] segments memory address to solve the problem of its high granularity. Note that the difference between our address feature vector and the feature vector of the paper [31] is the information that an address feature vector contains. Our address feature vector contains spatial information on the frequency of memory access in subsequence data, while the feature vector of the paper [31] contains sequential information on the time of the memory access. For each distinct bank, we partition an address array of size \(a_x \times a_c\) into \(\frac{a_x}{g_r} \times \frac{a_c}{g_c}\) blocks of size \(g_r \times g_c\), and generate a feature vector \(d_{i,b} \in \mathbb{R}^{\frac{a_x a_c}{g_r g_c}}\) by counting the
number of accesses to blocks. We provide an example in Fig. 4. Then, we construct a feature vector \( d_i = \sum_{b=1}^3 d_i b \) by summing up the feature vectors for all banks. We transform \( S_i(:,1:4) \) into an ADDRESS feature vector \( x_i, ADDRESS = (b_i d_i) \).

In summary, we transform all subsequences \( S_i \) into feature vectors \( x_i \) by concatenating \( x_i, CMD \) and \( x_i, ADDRESS \), and exploit them for open-set recognition.

### 3.2 Classification Model and Unknown Class Detector

**Training Classification Model.** Given a set \( \{(S_1, y_1), ..., (S_N, y_N)\} \) of training samples, our goal is to learn a classification model for known workloads. We construct a set \( \{(x_1, y_1), ..., (x_N, y_N)\} \) by extracting feature vectors \( x_i \) from \( S_i \) for \( i = 1..N \), and then learn a classification model such as multi-layer perceptron.

**Unknown Class Detectors.** After training a model, we build detectors that accurately identify whether test samples are the unknown class or not. Given target size \( R \) and a feature vector \( x' \in \mathbb{R}^F \) of a test sample where \( F \) is the size of \( x' \), our strategy is to find a detector matrix \( V \in \mathbb{R}^{F \times R} \) based on training samples of known workloads, to measure a reconstruction error \( \|x' - V V^T x'\|_2 \). When \( R \) is much smaller than \( F \), the detector matrix maps a feature vector \( x' \) to a lower dimension and remaps it to a higher dimension. The intuition is that test samples of known workloads generate low reconstruction errors while generating high reconstruction errors if test samples are from unknown workloads. A naive approach is to build one unknown workload detector for all known classes, but it fails to obtain a good decision boundary that distinguishes the unknown class from the known ones. Our main ideas are to 1) build unknown workload detectors \( V_w \) for each class \( w \), and 2) exploit feature vectors of training samples. These ideas allow us to clearly distinguish test samples of known classes and the unknown class; the difference in reconstruction errors between them becomes high.

Our approach is to find a detector matrix \( V_w \) for a known class \( w \), which identifies whether a test sample belongs to the unknown class or the known class \( w \) based on the reconstruction error \( \|x' - V_w V_w^T x'\|_2 \). To obtain the matrix \( V_w \), we utilize Singular Value Decomposition (SVD) which is widely used in various applications including principal component analysis (PCA) [9, 26], data clustering [17, 22], tensor analysis [8], and time range analysis [7]. With SVD, \( V_w \) minimizes the reconstruction error when a test sample \( x' \) belongs to the known class \( w \). In contrast to the test samples of the known class \( w \), a reconstruction error for a test sample of the unknown class is high since the characteristics of the known class \( w \) are different from those of the unknown class. For each class \( w \), we construct a matrix \( X_w \in \mathbb{R}^{N_w \times F} \) where each row corresponds to a feature vector.
Algorithm 1: ACORN: Open-set Recognition for Workload Sequence

**Input:** A test sample \( S' \), a trained classification model, a threshold hyperparameter \( \alpha \), unknown class detector matrices \( V_w \in \mathbb{R}^{F \times R_w} \), \( \mu_w \), and \( \sigma_w \) for \( w = 1, ..., W \) where \( W \) is the number of known classes

**Output:** One of the known class labels or the unknown class label for \( S' \)

1: **Feature Extraction.** Transform \( S' \) into a feature vector \( x' \in \mathbb{R}^F \) using our feature extraction approach in Section 3.1.

2: **Known Class Prediction.** Predict a class label \( \hat{w} \) using the trained classification model.

3: **Unknown Class Detection.** Identify whether to satisfy
\[
\| x' - V_{\hat{w}} V_{\hat{w}}^T x' \|_2 < \mu_{\hat{w}} + \alpha \cdot \sigma_{\hat{w}}
\]
for the \( \hat{w} \)th class. If the above inequality condition is satisfied, identify it as the predicted class label \( \hat{w} \). Otherwise, identify it as the unknown class label.

of a training sample belonging to the class \( w \). Note that \( N_w \) is the number of training samples of the class \( w \). Then, we perform SVD for the matrix \( X_w = U_w \Sigma_w V_w^T \) and obtain the matrix \( V_w \in \mathbb{R}^{F \times R_w} \) of the right singular vectors where \( R_w \) is target rank for the class \( w \), to exploit it as a detector. With \( V_w \), we clearly identify whether a subsequence belongs to a known class \( w \) or the unknown class by measuring a reconstruction error \( \| x' - V_w V_w^T x' x' \|_2 \). \( x' \) is a feature vector of a test sample.

### 3.3 Open-set Recognition for Workload Sequence

We describe how to identify a test sample \( S' \) as the unknown class using a trained classification model and SVD-based detectors (Algorithm 1). Given a feature vector \( x' \) of the test sample, we first predict the class label \( \hat{w} \) using the trained classification model where \( x' \) is extracted from \( S' \). After that, we recognize whether the test sample belongs to the predicted label or not by computing a reconstruction error with \( V_{\hat{w}} \). We recognize it as the predicted class label \( \hat{w} \) only when the following inequality condition is satisfied.
\[
\| x' - V_{\hat{w}} V_{\hat{w}}^T x' \|_2 < \epsilon_{\hat{w}} \tag{1}
\]
where \( V_{\hat{w}} V_{\hat{w}}^T x' \) is the reconstructed vector. When Eq. (1) is not satisfied, we determine that the test sample belongs to the unknown class. We set a threshold \( \epsilon_{\hat{w}} \) to \( \mu_{\hat{w}} + \alpha \cdot \sigma_{\hat{w}} \) where \( \mu_{\hat{w}} \) and \( \sigma_{\hat{w}} \) are the mean and the standard deviation of reconstruction errors for feature vectors of training samples of the class \( \hat{w} \), respectively. \( \alpha \) provides a trade-off between known class classification accuracy and unknown class detection accuracy. A high \( \alpha \) increases known class classification accuracy, but decreases unknown class detection accuracy. This is because false negatives increase while false positives decrease for the unknown class. A low \( \alpha \) does the opposite.

### 4 EXPERIMENTS

In this section, we experimentally evaluate the performance of ACORN. We aim to answer the following questions:

Q1. **Performance (Section 4.2).** How accurately does ACORN classify subsequences from known workloads and detect subsequences from unknown workloads?

Q2. **Feature Effectiveness (Section 4.3).** How successfully do our feature vectors improve the classification accuracy?

Q3. **Effectiveness of Per-Class Detector (Section 4.4).** How accurately do per-class detectors identify the unknown class compared to the naive detector?
Table 2. Datasets. known and unknown are the short term for known workloads and unknown workloads, respectively. The number of known workloads is equal to the number of known classes. All unknown workloads correspond to one unknown class.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of known workloads</th>
<th># of unknown workloads</th>
<th># of train</th>
<th># of test of known</th>
<th># of test of unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-seq³</td>
<td>40</td>
<td>4</td>
<td>586,885</td>
<td>293,444</td>
<td>93,491</td>
</tr>
<tr>
<td>Memtest86-seq⁴</td>
<td>31</td>
<td>3</td>
<td>433,334</td>
<td>216,696</td>
<td>77,018</td>
</tr>
</tbody>
</table>

4.1 Experimental Setting

We construct our model using the Pytorch framework. All the models are trained and tested on a machine with a GeForce GTX 1080 Ti GPU.

Datasets. We use two real-world workload sequence datasets summarized in Table 2. There are 44 and 34 workloads for SEC-seq³ and Memtest86-seq⁴, respectively. We publicize Memtest86-seq dataset which is generated from an open-source software program for DRAM test. Memtest86 uses two different algorithms to find out memory errors which are often caused by interaction between memory cells. For a workload, we collect signals using an equipment capturing DRAM signal, and transform the signals into a sequence with 5 heterogeneous fields in Definition 1. The lengths of each workload sequence are different.

DRAM Specification. Both SEC-seq and Memtest86-seq datasets are generated on a server with Samsung 32GB 2Rx4 2666Mhz DRAM chip and Intel Gold6248 CPU. The DRAM chip has 2 ranks, and there are 4 bank groups in a rank and 4 banks in a bank group so that there are $2 \times 4 \times 4 = 32$ distinct banks. Each bank has $2^{17}$ rows and $2^{10}$ columns with a cell size of 8 Bytes which gives total of $2^{17} \times 2^{10} \times 8$ Bytes = 1GB.

Competitors for open-set recognition. We compare Acorn with the following 9 competitors for open-set recognition:

- **Naive Rejection** [6] identifies a test sample as the unknown class when the maximum softmax score of a trained model is below a threshold.
- **OpenMax** [3] adds a new class called unknown and applies softmax with a threshold.
- **ii-loss** [5] forces a network to maximize the distances between known classes and minimize the distance between an instance and the center of its class.
- **DOC** [21] changes the softmax layer to 1-vs.-rest layer with sigmoid function.
- **ODIN** [13] adds a small perturbation to the input and divides softmax values by temperature parameter $T$.
- **Deep-MCDD** [10] obtains spherical decision boundary for each given class and computes the distances of samples from each class.
- **Energy-based detector** [14] uses energy scores to differentiate the out-of-distribution data from the in-distribution data.
- **ReAct** [24] applies rectified activation on the penultimate layer of a network and calculates the confidence score.

We use 2-layer MLP as a classification model, and all the methods are combined with the MLP. In addition, Acorn and competitors use the same input feature vectors. This is because it is
impracticable for using a subsequence of size $100,000 \times 5$ not processed by our feature extraction method to learn competitors. Our feature extraction method enables us to learn models effectively on our open-set recognition task.

**Hyperparameter Settings.** We use the following hyperparameters in experiments:

- **Hyperparameters for $n$-gram CMD vectors.**
  - We construct three $n$-gram CMD vectors for each subsequence: $n = 7, 11, \text{and } 15$.
  - In order to generate a set $\mathcal{A}_n$, we select top-$m$ $n$-gram CMD vectors for each $n$ with $m = 25$.
  - For SEC-seq, $|\mathcal{A}_7|$, $|\mathcal{A}_{11}|$, and $|\mathcal{A}_{15}|$ are 154, 236, and 289, respectively. For Memtest86-seq, $|\mathcal{A}_7|$, $|\mathcal{A}_{11}|$, and $|\mathcal{A}_{15}|$ are 132, 196, and 215, respectively.

- **Hyperparameters for address counting vectors.**
  - We split an address array of size $2^{17} \times 2^{10}$ into $8 \times 128$ blocks of size $2^{14} \times 8$ where $g_r$ and $g_c$ are equal to $2^{14}$ and 8, respectively.

- **Hyperparameters for our open-set recognition model.**
  - For multi-layer perceptron (MLP), we use Adam optimizer with a learning rate of 0.0001 and fix the batch size to 128.
  - The total number of epochs is set to 5.
  - We set $\alpha$ as one of $\{1, 1.5, 2, 2.5, 3\}$ to compute the threshold of Acorn, and select thresholds of the competitors based on their papers.
  - The rank $R_w$ is set to the minimum value $r$ that satisfies $\sum_{k=1}^{r} \lambda_k^2 > 0.999 \times \sum_{k=1}^{\min(N_{\text{test}}, F)} \lambda_k^2$ for a class $w$ where $\lambda_k$ is the $k$th singular value of the SVD result for $X_w$.

**Evaluation Metrics.** Accuracy (%) for known classes is equal to $(\bar{N}_{\text{known}}' / N_{\text{known}}') \times 100$ where $N_{\text{known}}'$ is the number of test samples of known classes and $\bar{N}_{\text{known}}'$ is the number of test samples correctly classified as true known classes. The metrics of precision (%) and recall (%) for the unknown class are also used for unknown class detection. We compute $f_1$-score (%) to show the trade-off between the unknown class recall and unknown class precision.

### 4.2 Performance

In this section, we show the performance of Acorn in terms of known class classification accuracy, unknown class recall, unknown class precision, and inference time.

#### 4.2.1 Accuracy

We compare the performance of Acorn with competitors on the open-set recognition task. We observe known class classification accuracy, unknown class recall, and unknown class precision.
class precision. We report F1-score for unknown class detection to show the trade-off between the precision and recall. Fig. 5 visualizes the best trade-off between the evaluation metrics of the proposed method and the competitive methods. For both datasets, ACORN provides the best performance compared to various open-set recognition methods. In Fig. 5(a) and 5(b), ACORN achieves 37% points higher recall and 19% points higher precision for the unknown class than the second-best competitor Deep-MCDD. In Fig. 5(c) and 5(d), ACORN gives 9% points higher known class classification accuracy and 18% points higher precision for the unknown class than the second-best method while having a similar recall. We also report the overall results of the proposed method and the competitors for both datasets in Table 3. As for ii-loss method, the best known class accuracy is lower than 95% points and 90% points for SEC-seq and Memtest86-seq datasets, respectively; thus, we do not report the performance for these cases. ACORN shows the highest unknown class f1-score with fixed known class accuracy for all cases. The performance gap occurs since ACORN constructs an unknown class detector by exploiting feature vectors, while competitors use hidden vectors generated from known classification models. The hidden vectors do not contain enough information to detect the unknown class since known classification models concentrate only on extracting information that classifies an input into known ones.

4.2.2 Inference time. We compare the inference time of the proposed method with competitors in Table 4. We measure the CPU running time of the inference procedure. ACORN takes the second shortest inference times which are 46.47 and 24.03 seconds slower than DOC for SEC-seq and Memtest86-seq datasets, respectively. However, the proposed method shows better performance than DOC for all cases. ACORN achieves 59.23% points higher unknown class f1-score than DOC when the known class accuracy is fixed as 95% points. For Memtest86-seq, ACORN achieves 66.66% points higher f1-score than DOC, while having the same accuracy. ACORN is the only method to achieve high accuracy and fast inference simultaneously on the workload open-set recognition task.

4.3 Feature Effectiveness
We evaluate models for 6 different feature vectors: CMD (only 7-gram), CMD (only 11-gram), CMD (only 15-gram), CMD (the concatenation of 7, 11, and 15-grams CMD vectors), ADDRESS, and CMD + ADDRESS (the concatenation of the 7, 11, and 15-grams CMD vectors, and the ADDRESS vector). We evaluate classification accuracy for known classes. Table 5 shows the results for both datasets.
Table 4. Performance for the inference time. Naive, Mahal., and MCDD are abbreviations for Naive Rejection, Mahalanobis, and Deep-MCDD methods, respectively. We report the fastest time as bold and the second fastest time as underline.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Naive OpenMax ii-loss DOC ODIN Mahal. MCDD Energy ReAct Acorn</th>
<th>Naive OpenMax ii-loss DOC ODIN Mahal. MCDD Energy ReAct Acorn</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-seq</td>
<td>250.60 548.35 225.23 29.68 80.65 2852.02 635.80 773.28 1731.35 76.15</td>
<td>250.60 548.35 225.23 29.68 80.65 2852.02 635.80 773.28 1731.35 76.15</td>
</tr>
<tr>
<td>Memtest86-seq</td>
<td>155.25 372.16 138.18 31.94 77.98 1109.93 378.44 539.98 1608.12 55.97</td>
<td>155.25 372.16 138.18 31.94 77.98 1109.93 378.44 539.98 1608.12 55.97</td>
</tr>
</tbody>
</table>

Table 5. Feature effectiveness. Our feature vectors (CMD + ADDRESS) make the classifier model (MLP) achieve the highest accuracy for known classes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CMD (only 7-gram)</th>
<th>CMD (only 11-gram)</th>
<th>CMD (only 15-gram)</th>
<th>CMD ADDRESS</th>
<th>CMD + ADDRESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEC-seq</td>
<td>82.20%</td>
<td>81.92%</td>
<td>80.13%</td>
<td>83.56%</td>
<td>90.88%</td>
</tr>
<tr>
<td>Memtest86-seq</td>
<td>65.93%</td>
<td>62.68%</td>
<td>57.54%</td>
<td>67.42%</td>
<td>76.29%</td>
</tr>
</tbody>
</table>

Table 6. Comparison between the naive method and Acorn for unknown workload detection. \( \alpha \) is a hyperparameter for thresholds. Note that acc., rec., and prec. denote known class accuracy, unknown class recall, and unknown class precision, respectively. See Section 4.4 for details.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \alpha = 1 )</th>
<th>( \alpha = 1.5 )</th>
<th>( \alpha = 2 )</th>
<th>( \alpha = 2.5 )</th>
<th>( \alpha = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>81.80</td>
<td>47.27</td>
<td>51.23</td>
<td>87.23</td>
<td>29.44</td>
</tr>
<tr>
<td>ACORN</td>
<td>86.19</td>
<td>99.86</td>
<td>75.35</td>
<td>90.79</td>
<td>99.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \alpha = 1 )</th>
<th>( \alpha = 1.5 )</th>
<th>( \alpha = 2 )</th>
<th>( \alpha = 2.5 )</th>
<th>( \alpha = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>76.99</td>
<td>78.78</td>
<td>64.21</td>
<td>83.68</td>
<td>70.76</td>
</tr>
<tr>
<td>ACORN</td>
<td>83.12</td>
<td>92.25</td>
<td>77.67</td>
<td>87.52</td>
<td>83.70</td>
</tr>
</tbody>
</table>

Our CMD + ADDRESS feature vectors make the model (MLP) achieve the highest classification accuracy. For both datasets, ADDRESS feature vectors are more effective than CMD vectors, since ADDRESS vectors give more detailed information on the target address than CMD vectors do. In addition, using several \( n \)-gram models provides higher accuracy than using one \( n \)-gram model.

4.4 Effectiveness of Per Class Detector

We compare Acorn and the naive SVD detector that does not consider classes.

- **Naive**: we obtain one \( V \) by computing SVD for all training samples, and then recognize a test sample using \( V \) by computing a reconstruction error.

Table 6 shows that Acorn achieves much higher performance than the naive SVD detector. For SEC-seq, Acorn outperforms the naive detector for all \( \alpha \). At \( \alpha = 3 \), Acorn gives 89% points higher recall and 25% points higher precision than the naive one while having a comparable known class accuracy. For Memtest86-seq, Acorn and the naive detector have comparable known class accuracies and precision, but Acorn gives at least 8.3% points higher recall than the naive one. Since feature vectors of classes have different patterns, the single \( V \) of the naive method fails to have the capacity to distinguish known classes and the unknown class.
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5 CONCLUSION
In this paper, we propose Acorn, an accurate open-set recognition method for workload sequences. Acorn extracts an effective feature vector of a small size from a subsequence by exploiting the characteristics of workload sequences. Based on the feature vectors, Acorn accurately detects test samples of the unknown class by constructing SVD-based detectors for each class. Experiments show that Acorn outperforms existing open-set recognition methods, simultaneously achieving higher performance for known classes and the unknown class. Future works include a novel feature extraction method considering the association between heterogeneous fields, and extending the proposed method for other applications such as malware detection.
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