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ABSTRACT
Given a large cloud of multi-dimensional points, and an off-the-
shelf outlier detection method, why does it take a week to fin-
ish? After careful analysis, we discovered that duplicate points
create subtle issues, that the literature has ignored: if dmax is the
multiplicity of the most over-plotted point, typical algorithms are
quadratic on dmax. We propose several ways to eliminate the prob-
lem; we report wall-clock times and our time savings; and we show
that our methods give either exact results, or highly accurate ap-
proximate ones.

1. INTRODUCTION
Outlier detection, also known as anomaly detection, is an impor-

tant area of data mining which has been receiving a lot of research
attention [6, 5, 1, 2]. The size of the data to apply outlier detection
algorithms is growing at an unprecedented rate. These big data pose
new problems, such as the “duplicate data point” problem, which
refers to the existence of many data points with same coordinates.
For example, assume a 2-D dataset <degree, PageRank> of nodes
in a graph. Although for up to medium-sized graphs duplicates are
not an issue, in billion-node graphs multiple nodes have the same
feature pairs.

Traditional outlier detection algorithms did not consider the du-
plicate data point problem for two reasons: (i) they dealt with rel-
atively small amount of data with few -if any- duplicates, and (ii)
most outlier detection algorithms work on Geographical Informa-
tion System (GIS) data which do not have many duplicates as build-
ings, obviously, never exist over a building.

Challenges. The existence of the duplicate data points in tra-
ditional algorithms poses two challenges. (a) Degeneracy. The
outlier score may not be defined at all for duplicate points. (b)
Running Time. The duplicate points retard the computation of the
existing algorithms; e.g., the running time grows from near-linear
to near-quadratic.

2. OBSERVATIONS
To address the “duplicate data point” issue, we focus on the

widely used outlier detection scheme Local Outlier Factor algo-
rithm (LOF) [3] which is based on k-nearest neighbor (kNN), and
suffers most from the problem of duplicates.

In a nutshell, LOF compares the local density of each data point
to the densities of its neighbors by employing the kNN technique.
Data points whose densities differ much from their neighbors’ den-
sities are flagged as outliers.
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OBSERVATION 1 ( LOF WITH DUPLICATES ). LOF works fine
with normal use, but has problems with large duplicate points. Nu-
merous duplicates impede the calculation of LOF score by increas-
ing the number of data access to O(max(ci

2)), where ci is count
of duplicates for unique element ui.

Table 1 shows the prevalence of the problem of duplicate points
in real datasets.

Stack Overflow | US Patent

Top5 count count2 | count count2

1 4221 17.8 M | 60598 3.7 B
2 3799 14.4 M | 59744 3.6 B
3 3147 9.9 M | 56191 3.2 B
4 2844 8.1 M | 49192 2.4 B
5 2374 5.6 M | 41929 1.8 B

sum 16385 (6.70%)55.8 M (61.7%)|267654 (12.9%)14.7 B (79.5%)

Table 1: (M: million, B: billion.) The number of points (count) and the
number of points squared (count2) for the top 5 largest duplicates in real
world data. The top 5 duplicate counts comprise 6.70% and 12.90% of total
number of points in Stack Overflow and US patent data, respectively. Also,
they occupy 61.7% and 79.5% of the total sum of count2, so more than
half of the computation is spent on these points.

3. PROPOSED METHOD: FAST OUTLIER
DETECTION

The challenges mainly arise from regarding as unique the points
that are similar in the projected feature space, and handling them
separately (e.g., all the <pagerank, degree> points with the same
coordinates are viewed as distinct points). Our algorithms cleverly
handle these problems.

3.1 FADD: Fast Anomaly Detection given Du-
plicates

FADD considers identical coordinates in the n-dimensional space
a super node with their duplicate count information, ci. More
specifically, rather than visiting all of the N points separately, FADD
only deals with M unique super nodes.

3.2 G-FADD: Grid based FADD
In the same spirit of FADD, we adopt a grid-based method, G-

FADD, in order to analyze larger aggregate behavior, and reveal
anomalous points in different granularities. The granularity is con-
trolled by the parameter l, which denotes the number of grids each
dimension holds: for n-dimensional space, the number of boxes
would be ln. The basic idea is to observe the behavior of each
grid instead of the behavior of each point: we count the number of
points that reside in each grid and run FADD only for the grids that




