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In This Lecture

 Motivation to study data mining

 Overview of data mining
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Data contain value and knowledge
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Data Mining

 But to extract the knowledge 
data need to be

 Stored 

 Managed

 And ANALYZED this class

Data Mining ≈ Big Data ≈ 
Predictive Analytics ≈ Data Science
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Demand for Data Mining
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Data Scientist
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What is Data Mining?

 Given lots of data

 Discover patterns and models that are:

 Valid: hold on new data with some certainty

 Useful: should be possible to act on the item 

 Unexpected: non-obvious to the system

 Understandable: humans should be able to 
interpret the pattern
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Data Mining Tasks

 Descriptive methods

 Find human-interpretable patterns that 
describe the data

 Example: Clustering

 Predictive methods

 Use some variables to predict unknown 
or future values of other variables

 Example: Recommender systems
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Meaningfulness of Analytic Answers

 A risk with “Data mining” is that an analyst can  
“discover” patterns that are meaningless

 Statisticians call it Bonferroni’s principle:

 Roughly, if you look in more places for interesting 
patterns than your amount of data will support, you 
are bound to find crap
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Meaningfulness of Analytic Answers

Example: 
 We want to find (unrelated) people who at least twice 

have stayed at the same hotel on the same day
 109 people being tracked
 1,000 days
 Each person stays in a hotel 1% of time (1 day out of 100)
 Hotels hold 100 people (so 105 hotels)
 If everyone behaves randomly (i.e., no terrorists), will the 

data mining detect anything suspicious?

 Expected number of “suspicious” pairs of people:
 250,000 (details in next slide)
 … too many combinations to check – we need to have some  

additional evidence to find “suspicious” pairs of people in 
some more efficient way
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Meaningfulness of Analytic Answers

 We want to find (unrelated) people who at least twice 
have stayed at the same hotel on the same day
 109 people being tracked, 1,000 days, each person stays in a 

hotel 1% of time (1 day out of 100), hotels hold 100 people 
(so 105 hotels)

 Expected number of “suspicious” pairs of people:
 P(any two people both deciding to visit a hotel on any given 

day) = 10-4

 P(any two people both deciding to visit the same hotel on any 
given day) = 10-4 x 10-5 = 10-9

 Useful approximation: 𝑛
2
~

𝑛2

2
 Expected # of suspicious pairs of people ~ (number of pairs of 

people) x (number of pairs of days) x P(any two people both 
deciding to visit the same hotel on any given day)2 ~ (5 x 1017) 
x (5 x 105) x 10-18 = 250,000
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What matters when dealing with data?

Scalability

Streaming

Context

Quality

Usage
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This Class

 This class overlaps with machine learning, 
statistics, artificial intelligence, and databases 
but more stress on

 Scalability (big data)

 Algorithms

 Real-World Applications

Machine

Learning

Statistics

Data Mining

Database 

systems
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What will we learn?

 We will learn to mine different types of data:

 High dimensional data

 Graph

 Time series

 Infinite/never-ending data

 We will learn to use different models of 
computation:

 Streams and online algorithms

 Single machine in-memory
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What will we learn?

 We will learn to solve real-world problems:
 Recommender systems

 Market Basket Analysis

 Spam detection

 Duplicate document detection

 Anomaly detection

 Time series prediction

 We will learn various “tools”:
 Linear algebra (SVD, Rec. Sys., Communities)

 Dynamic programming (frequent itemsets)

 Hashing (LSH, Bloom filters)



U Kang 17

Questions?


